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SUMMARY

The human occipito-temporal region hMT+/V5 is well known for processing visual motion direction. Here, we
demonstrate that hMT+/V5 also represents the direction of auditory motion in a format partially aligned with
the one used to code visual motion. We show that auditory and visual motion directions can be reliably de-
coded in individually localized hMT+/V5 and that motion directions in one modality can be predicted from the
activity patterns elicited by the other modality. Despite shared motion-direction information across the
senses, vision and audition, however, overall produce opposite voxel-wise responses in hMT+/V5. Our results
reveal a multifaced representation of multisensory motion signals in hMT+/V5 and have broader implications
for our understanding of how we consider the division of sensory labor between brain regions dedicated to a
specific perceptual function.

INTRODUCTION

In primates, the visual cortex evolved a region in themiddle-tem-
poral (MT) cortex that is highly specialized to process visual mo-
tion [1–3]. One hallmark organizational feature of this region, first
disclosed using electrophysiological recording in animals, is the
presence of cortical columns that are preferentially tuned to a
specific direction/axis of visual motion [4]. Motion preference
[5] and directional selectivity [6, 7] were also probed using func-
tional magnetic resonance imaging (fMRI) in the human homolog
of the MT cortex (hereafter hMT+/V5). These studies promoted
hMT+/V5 as one cornerstone region in the visual system showing
reliable functional preference for processing visual motion
direction.
Is hMT+/V5 uniquely visual? It was recently suggested that

hMT+/V5 might also be involved in processing motion informa-
tion from non-visual modalities [8–13]. If true, this has major
implication on how we classically consider the division of sen-
sory labor between brain regions dedicated to a specific
perceptual or cognitive function [14, 15]. This would suggest
that regions typically considered as purely unisensory may in
fact show some level of abstraction by implementing canonical
perceptual computations across the senses [16–18]. However,
the idea that hMT+/V5 involves in motion processing other than
for vision remains controversial and has notably been
challenged by studies suggesting that the overlap between
brain activity elicited by visual and non-visual motion is an arti-
factual byproduct of smoothing fMRI activity maps or by using
group-level rather than individually defined hMT+/V5 [8, 10–12,
19–23].

Unlike univariate techniques, multivariate pattern analyses
(MVPA) were able to dissociate information about visual motion
direction in hMT+/V5 [24, 25]. Interestingly, planes of auditory
motion were successfully decoded in hMT+/V5 [8, 26]. Although
these results suggest that auditory motion information may
indeed be represented in hMT+/V5, whether the representation
of motion direction is similar across sensory modalities remains
unsolved. In other words, the idea that hMT+/V5 can share an
abstracted representation of directional motion across the
senses has never been tested. In this context, MVPA and, in
particular, cross-modal classification methods represent an
appealing application of machine learning to operationalize
the presence of abstracted brain representations [27]. The
goal of this study was to use fMRI to characterize the represen-
tation of visual and auditory motion in individually defined
hMT+/V5.

RESULTS

Experiment 1: Motion Localizers
We used separate visual and auditory motion localizers to func-
tionally and individually define regions that are preferentially re-
cruited during visual and auditory motion processing, and their
connectivity with other brain regions. Last, we used MVPA to
decode the motion and static conditions in each localizer.

Visual and Auditory Motion Localizers
Description of the procedures used to define auditory (planum
temporale [PT] and MTa) and visual (hMT+/V5) motion-selective
regions individually is detailed in the STAR Methods.
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Beta Parameter Estimates in Auditory and Visual Motion
Selective Regions
Beta parameter estimates were extracted from 6 regions of inter-
est (ROIs) (bilateral hMT+/V5, MTa, and PT) for the motion and
static conditions in the visual and the auditory motion localizers.
Due to the variability in the anatomical locations of the peak co-
ordinates of hMT+/V5 [28, 29] and MTa across participants, and
the possible illusionary overlap between the visual and auditory
responsive regions arising from smoothing the functional data
or using group-level averaging [20], we extracted the beta
parameter estimates from the individually defined ROIs using un-
smoothed data. The beta parameter extraction was performed in
both group-level and individually defined ROIs (Figure 1E). The
beta parameter estimates from the visually defined ROIs in the
visual localizer and the auditory-defined ROIs in the auditory lo-
calizer are for illustration purposes only. No statistical analyses
were performed to avoid circularity as these ROIs were defined
from contrasting the motion condition versus the static condition
in their respective localizers.

In hMT+/V5, we observed a significant difference between the
auditory motion condition and the auditory static condition in the
group-level-defined right hMT+/V5 (p = 0.0071) but not in the
group-level-defined left hMT+/V5 (p = 0.1536) nor in the individ-
ually defined left (p = 0.1819) or right hMT+/V5 (p = 1). For the
auditory-defined regions (MTa and PT) during visual motion pro-
cessing in the visual motion localizer, we found enhanced
recruitment during the visual motion condition in the individually
defined left (p = 0.0148) and right MTa (p = 0.0052) and in
the group-level right MTa (p = 0.0074). In both individually
defined and group-level PT, there was no significant difference
between the visual motion condition and the visual static condi-
tion (p > 0.05).

Functional Connectivity Analysis
We ran psychophysiological interactions (PPI) analyses [31] to
investigate the connectivity profile of hMT+/V5 and MTa during
processing auditory and visual motion. In the visual motion local-
izer, visually defined hMT+/V5 showed enhanced task-based
connectivity with the bilateral middle occipito-temporal areas,
the lingual gyrus, and the primary visual areas. Auditory-defined
left MTa showed increased connectivity with the cuneus and the
lingual gyrus during visual motion processing (Figure 2A). In
contrast, for the auditory motion localizer, hMT+/V5 did not
show any connectivity with the primary visual cortex during mo-
tion processing (when compared to static). Similarly, MTa did not
show enhanced connectivity with earlier visual areas; however, it
showed enhanced task-based connectivity with the superior
temporal gyrus and PT (Figure 2B; Table S3).

Motion versus Static Decoding
The univariate analysis revealed a non-significant trend for pref-
erential auditory motion processing, when compared to static, in
individually defined hMT+/V5. The lack of significant voxel-wise
univariate activation does not constitute evidence for the
absence of auditory motion information in hMT+/V5. We relied
on the higher sensitivity of MVPA to try to classify the motion
and the static blocks in both the group-level and the individually
defined hMT+/V5, MTa, and PT in eachmotion localizer indepen-
dently (see STAR Methods for analysis details). No statistical

analysis was performed for the (visual motion versus visual
static) decoding in hMT+/V5 to avoid circularity as this region
was defined from the univariate analysis by contrasting visual
motion versus visual static. Similarly, the (auditory motion versus
auditory static) decoding was not tested in the auditorily defined
ROIs (MTa and PT), and the statistical analysis was limited to
hMT+/V5. The (auditory motion versus auditory static) decoding
was significantly above chance (50%) in the group-level and in
the individually defined bilateral hMT+/V5 (p < 0.0001). The (vi-
sual motion versus visual static) decoding was significant in
the group-level and in the individually defined bilateral MTa
(p < 0.0001) and not significant in PT (Figure 3).

EXPERIMENT 2: DIRECTIONAL MOTION DECODING

The participants discriminated the direction of auditory and vi-
sual motion with high accuracy inside the scanner (see the
STAR Methods and Supplemental Information for the behavioral
analysis).

Within-Modality Decoding
We tested whether the classification of the four motion
directions in the individually defined ROIs (hMT+/V5, MTa, and
PT) was above-chance level (25%; Figure 4D; Table S4). Non-
parametric significance testing (false discovery rate [FDR]-cor-
rected) revealed that, in vision, motion-direction decoding was
above chance in the left (p = 0.0041) and the right hMT+/V5
(p = 0.0048) and in the left MTa (p = 0.0401). In the auditory mo-
dality, above-chance classification was observed in right hMT+/
V5 (p = 0.0086), left MTa (p = 0.0002), right MTa (p = 0.0004), left
PT (p = 0.00006), and right PT (p = 0.00006).
Interestingly, within-axis auditory decoding was less reliable

than across axes auditory decoding in hMT+/V5 (Figures S1
and 4D), which could be in line with the previously suggested
large-scale axis-of-motion organization in hMT+/V5 [6]. Similarly,
multi-dimensional scaling (MDS) [32] showed that opposite di-
rections within the same axis were clustered closer to each other
when compared to motion directions in the different axis
(Figure 4F).

Cross-Modal Decoding
To test whether there was shared motion-direction information
across modalities in regions that contained both visual and audi-
tory motion-direction information, we performed a cross-modal
decoding analysis where the classifier was trained on one mo-
dality and tested on the other modality (training in vision and
testing in audition, and vice versa; FDR-corrected). We found
significant visual and auditory motion-direction information in
right hMT+/V5 and left MTa; therefore, these two regions were
considered candidates to potentially contain shared representa-
tion of motion direction across modalities. Successful cross-
modal decoding was observed in the right hMT+/V5 (p =
0.0052) but not in left MTa (p = 0.5432) (Figure 4E). In the binary
within-modality axes decoding (vertical versus horizontal), visual
and auditory motion information was found in hMT+/V5 bilater-
ally. When performing cross-modal decoding (Figure 4E), shared
axis-of-motion-direction information was again found in the right
hMT+/V5 (p = 0.0029) and not in the left hMT+/V5 (p = 0.0966). In
addition to our ROI approach, we implemented a whole-brain
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cross-modal searchlight analysis that revealed a single cluster in
the vicinity of the right hMT+/V5 (p = 0.013; corrected using a
small volume correction [SVC]) where shared axis of motion in-
formationwas present acrossmodalities. This region overlapped
with the posterior portion of the group-level visually defined
hMT+/V5 from the visual motion localizer (Figure 4G).

Modality Decoding
Significant cross-modal decoding in right hMT+/V5 indicated the
presence of shared motion-direction representation across mo-
dalities. It, however, did not mean that the activity patterns were
identical across the sensory modalities. We reasoned that if a re-
gion is purely abstracted from the input modality conveying the

Figure 1. Univariate Results from the Visual and the Auditory Motion Localizers
(A) The univariate results of the contrast (visual motion > visual static) from the visual motion localizer (in warm colors) to functionally define hMT+/V5 and the

contrast (auditory motion > auditory static) in the auditory motion localizer (in cold colors) to functionally define planum temporale (PT) and the auditory motion

selective regions in the middle temporal cortex (MTa). The overlap between MTa and hMT+/V5 is highlighted in green. Results are FWE corrected and are

displayed on an inflated brain [30].

(B) Examples of the individually defined ROIs in hMT+/V5 and MTa from 6 participants.

(C) A 3D representation of the Montreal Neurological Institute (MNI) coordinates of the individually defined hMT+/V5 (orange), MTa (blue), and PT (black).

(D) The overlap of each individually defined ROI across participants.

(E) Beta parameter estimates extracted from the group-level and individually defined hMT+/V5, MTa, and PT in the visual and the auditory motion localizer. No

statistical analyses were performed for the beta estimates from hMT+/V5 in the visual motion localizer, nor from MTa and PT in the auditory motion localizer (for

illustration purposes only). Error bars represent the standard error of the mean. See Tables S1 and S2 for more details.
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directional motion information, decoding the modality (visual or
auditory) of the presented motion stimuli would be difficult. The
modality decoding was highly significant in all ROIs (p <
0.0001; see STAR Methods for analysis procedure), suggesting
that the neural patterns associated with each direction are highly
dissimilar across the senses (Figure 5A).

Representational Similarity Analysis
To further explore the differences in the representational format of
auditory and visual motion directions in hMT+/V5, we tested the
correlation between the neural dissimilarity matrix (DSM) of right
hMT+/V5 in each subject with different theoretical models that
included a pure modality-invariant model, a multimodal model, a
series of intermediate gradients between them, a unimodal visual
model, and a unimodal auditory model. The analysis revealed a
negative correlation with the modality-invariant model (mean r ±
SD = !0.3418 ± 0.0209) that increased gradually as the models
progressed toward the multi-modal model. The model that corre-
lated the most with our data was the multi-modal model (mean r ±
SD=0.9897± 0.0194), and this correlationwas significantly higher
thanall othermodels (Figure 5B; Table S5). The gradual increase in
correlation from the modality-invariant model to the multi-modal
model added extra evidence that the representation of different
motion directions in right hMT+/V5 was not abstracted from the
input modality.

Pattern Correlations
To better understand the relation of the pattern geometries for
the different motion directions across the senses, we performed
a split-half correlation (SHC) analysis [33]. We observed that the
motion-direction patterns were positively correlated in the odd
and even runs in each individual modality (within-modality
SHC) in each ROI (Figure 5C; Table S6). Yet, the cross-modal
SHC showed a strong negative correlation in left (p = 1.877 3
10!5) and right hMT+/V5 (p = 2.114 3 10!6), no significant

correlation in bilateral MTa (p > 0.05), and a positive correlation
in right PT (p = 8.945 3 10!4).
To compare the correlation values across the three different

conditions (within audition, within vision, and across modalities)
in each ROI, a repeated-measure ANOVAwas implemented. Re-
sults showed that the correlation values were significantly
different (p < 0.001) across the three conditions in each ROI.
Post hoc pairwise comparisons revealed that in hMT+/V5, the vi-
sual SHC was not different from the auditory SHC. The cross-
modal SHC was significantly lower than both the visual and the
auditory within-modality SHC in both hemispheres and all ROIs
(Table S6).

Differential Pattern Correlation
Despite the motion-direction patterns being negatively corre-
lated across the twomodalities in hMT+/V5, cross-modal decod-
ing was successful in the right hMT+/V5 (see cross-modal de-
coding section). While this might appear surprising, we
reasoned that a successful cross-modal decoding would be
possible if the relative relation between the patterns of the
different motion directions in vision is similar to that in audition.
In other words, if the representation of the different motion direc-
tions in vision is similar to that in audition (despite the global
negative correlation between vision and audition), we would be
able to cross-decode motion directions across modalities. We
tested this hypothesis by calculating the differential pattern
from the mean for each motion direction in each modality inde-
pendently. The activity patterns of the different motion directions
were demeaned across directions in each modality separately,
resulting in four differential patterns for the four motion directions
in each modality. We then tested whether there was a significant
correlation between the differential patterns of the four-motion
direction across the two modalities (Figure 5E). The differential
direction patterns were positively correlated (r = 0.0827, p =
0.0047, family-wise error [FWE]-corrected) only in the right

Figure 2. PPI Analysis
(A) PPI analysis in the visual motion localizer. Regions showing increased task-based functional connectivity with bilateral hMT+/V5 and MTa for the contrast

(visual motion > visual static) in warm colors and for the contrast (visual static > visual motion) in cold colors.

(B) PPI analysis in the auditory motion localizer. Regions showing increased task-based functional connectivity with bilateral hMT+/V5 and MTa for the contrast

(auditory motion > auditory static) in warm colors and for the contrast (auditory static > auditory motion) in cold colors. PPI results are displayed at p < 0.001,

minimum cluster size of 20 voxels. See Table S3 for more details. L, left hemisphere; R, right hemisphere. See Table S3 for the PPI results.
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hMT+/V5. These results demonstrate that, while the motion-di-
rection patterns are negatively correlated between vision and
audition in the right hMT+/V5 at a global scale (across all direc-
tions), the relative differences between the directions in each
modality are, however, similar across the senses. These findings
explain the successful cross-modal decoding in the right hMT+/
V5 despite the global negative correlation between visual and
auditory patterns.

DISCUSSION

We demonstrate that a region that has long supported the idea
of a ‘‘modular’’ visual system, hMT+/V5, is not impenetrable to
information from the other senses and, in contrast, contain rep-
resentation of auditory motion direction in a format that is
partially aligned to the brain code this region uses to process
the direction of visual motion. The presence of shared direc-
tional motion information across the senses in the right hMT+/
V5 did not, however, indicate that motion processing is imple-
mented using a fully abstracted response code since re-
sponses to visual and auditory motion were highly dissimilar
at the global level. Our results therefore reveal a multifaced rep-
resentation of motion signals in hMT+/V5: while vision and

audition overall produce opposite voxel-wise responses in
this region, the relationship between motion directions are,
however, aligned across the senses.
We used separate visual and auditory motion localizers to

define, in each subject individually, regions that show preferential
recruitment for visual and auditory motion processing. As ex-
pected, hMT+/V5 showed prominent preferential response to vi-
sual motion [5, 34, 35], while PT showed prominent preferential
response to auditory motion [36–40]. Interestingly, we also found
preferential activity for auditory motion processing in the middle
temporal cortex, in a region anterior to hMT+/V5, that we define
here as MTa, as it was more anterior to hMT+/V5 and responded
to auditory motion (Figure 1C). Earlier human studies already
suggested that auditory and tactile motion selectively
activate a region anterior to the visually defined hMT+/V5 cluster
[10, 12, 20–22, 41]. Similarly, a recent study in the macaque
demonstrated the presence of selective auditory motion re-
sponses in a region in the inferior bank of the superior temporal
gyrus that was slightly anterior to the visual motion areas [38].
While we observed a degree of overlap between the visually
and the auditory motion selective regions in the middle occi-
pito-temporal cortex at the group level [10–12, 26], we did not
observe a selective univariate preference for moving sounds in
hMT+/V5 when avoiding smoothing or when using individual vi-
sual motion selective peaks to extract univariate beta parameters
(Figure 1E), confirming previous univariate results [19–21]. How-
ever, this did not constitute evidence for the absence of auditory
motion information in hMT+/V5 since MVPA revealed robust de-
coding between auditory motion and static conditions in visually
defined hMT+/V5, highlighting that hMT+/V5 contained distributed
information about the presence of motion information in sounds.
Using MVPA, we investigated the presence of motion-direc-

tion information across the senses in hMT+/V5. We demonstrate
that auditory and visual motion directions could be reliably de-
coded in the right hMT+/V5. Moreover, we observed that decod-
ing opposite directions within the same axis of motion (up versus
down; left versus right) was less reliable than decoding across
axes of motion (horizontal versus vertical) in both modalities.
These results are reminiscent of animal studies showing that
the MT cortex has an axis-of-motion columnar organization
[4, 42–44] and high-field fMRI studies suggesting a large-scale
axis-of-motion organization in hMT+/V5 in humans [6]. The
multi-dimensional scaling outcome clearly demonstrate the
axis-of-motion organization for both the visual and the auditory
modalities, and the shared representation of motion directions
across modalities (Figure 4F). Interestingly, a similar auditory
‘‘axis-of-motion’’ organization was recently disclosed in the hu-
man Planum Temporale, therefore suggesting that such repre-
sentational structure for motion direction is shared across the
senses and across brain regions involved in processing motion
signals [40].
Our cross-modal decoding results not only demonstrate that

hMT+/V5 implements an axis-of-motion representational struc-
ture in both vision and audition but further establish the presence
of shared motion-direction information across the senses (Fig-
ure 4E). Previous neuroimaging studies also highlighted the
interaction between the visual and the auditory modalities in
hMT+/V5 during multisensory processing [45–48]. Our observa-
tion of shared motion-direction information between vision and

Figure 3. Motion versus Static Decoding
Decoding moving versus static stimuli from the visual and auditory motion

localizers independently (chance level = 50%). Statistical analysis for decoding

moving versus static sounds was implemented only in visually defined ROIs to

avoid any circularity. Similarly, statistical analysis for decoding moving versus

static visual dots was implemented only in auditorily defined ROIs. Individual

points represent individual subjects’ data (****p < 0.0001). Error bars represent

the standard error of the mean.
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Figure 4. Directional Motion Decoding Experiment
(A and B) Exemplars from the (A) visual stimuli using random dot kinematograms and (B) the recorded auditory stimuli in 4 translational directions (upward,

downward, rightward, and leftward motion).

(C) Experimental design of the directional motion decoding experiment (1 run). Each run had 8 motion blocks (2 modalities 3 4 directions). The participants

performed a motion-direction discrimination task following each block. The order of the blocks was randomized in each run.

(D) Within modality multi-class classification of the 4motion directions and the binary axis decoding (horizontal versus vertical) in the visual and auditory modality

in individually defined hMT+/V5, MTa, and PT.

(E) Cross-modal decoding in regions that could successfully decode the motion directions (and axes) in both the auditory and the visual modality. Chance level

(dotted line) is 25% for the multi-class direction decoding and 50% for the binary axis decoding. Error bars represent the standard error of the mean. Results are

FDR orrected (*p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001). Individual points reflect individual subjects’ results.

(F) Multi-dimensional scaling was used to visualize the distance between the patterns of the different motion directions in the visual and auditory modality using

DISTATIS [32].

(G) Group-level searchlight analysis of the cross-modal axis ofmotion decoding. Only a region that overlappedwith the right hMT+/V5 showed a successful cross-

modal axis of motion decoding. L, left hemisphere; R, right hemisphere. See Figure S1 for the within-modality within-axis classification, Figure S2 for the control

analysis for the cross-modal decoding, and Figure S3 for the control analyses for eye movements. See Table S4 for the within-modality decoding results.
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audition in hMT+/V5 provide evidence that hMT+/V5 may play a
crucial role in providing a common representational structure be-
tween the two modalities to link auditory and visual motion-di-
rection information. The presence of a common brain code for
directional motion in vision and audition might potentially relate
to psychophysical studies showing cross-modal adaptation ef-
fects for motion directions [49–51].

The successful cross-modal decoding in right hMT+V5 did not,
however, indicate that the representation of motion direction
was fully abstracted from sensory input. A series of complemen-
tary multivariate analyses demonstrated that the recorded activ-
ity in hMT+/V5 was highly dissimilar across the senses. For
instance, motion-direction patterns from the visual modality
were negatively correlated with those from the auditory modality
(Figures 5C and 5D). The negative correlation between the two
modalities suggest that there might exist different neural popula-
tions with a different level of preference for each modality in the
voxels of hMT+/V5 and therefore voxels that have a higher den-
sity of visually responsive neurons have, de facto, a lower density
of auditory responsive neurons. However, this hypothesis re-
mains to be explored in future studies.

How does the presence of shared motion-direction informa-
tion across the two modalities (as inferred by significant cross-
modal decoding) relate to the fact that patterns observed in
hMT+/V5 in vision and audition negatively correlate? This was
explained by our findings that, while the motion-direction pat-
terns were negatively correlated between vision and audition in
right hMT+/V5 at a global scale (across all directions), the relation
between the different motion directions in vision was similar to
the one found in audition (see MDS, Figures 4F and 5E). These
findings demonstrate that a successful cross-modal decoding
indicates the presence of shared discriminating information be-
tween the different directions across modalities but does not,
however, indicate that the region is immune to the sensory input
modality. Our results therefore serve as a timely reminder that
cross-modal decoding is not a proxy for the presence of fully
abstracted representations in a brain region.

Interestingly, we observed that motion directions could only
be decoded in the auditory modality but not with visual stimuli
in PT. These results suggest that, whereas the right hMT+/V5

may contain information about auditory motion directions, the
main auditory motion selective region (PT) does not reciprocally
contain information about visual motion directions, at least in our
dataset. Such a difference in the presence of cross-modal infor-
mation in regions typically preferring visual or auditory motion
signals may relate to the fact that vision typically plays a domi-
nant role in discriminating motion information [49, 45, 52, 53]. It
may therefore be speculated that the regions typically providing
the most reliable sensory signal for discriminating motion direc-
tions (i.e., vision) are more likely to also represents cross-modal
signals [54, 55].
It could be argued that the successful cross-modal decoding

that we observed in right hMT+/V5 was attributed to the prox-
imity to the MTa region. Our analyses demonstrate a clear
anatomical and functional distinction between these two re-
gions. The individually defined hMT+/V5 and MTa were non-
overlapping in almost all participants (Figure S2A). Even when
excluding the overlapping voxels between the right hMT+/V5
and the right MTa ROIs, we still replicated the significant
cross-modal decoding results in the right hMT+/V5 (Figure S2B).
Could the decoded auditory motion-direction information in

hMT+/V5 be related to eye movements? Unfortunately, we
couldn’t track the gaze location inside the scanner due to tech-
nical reasons. However, we tested additional participants
outside the scanner and did not find any effect of the auditory
motion direction on eye movements (Figures S3A and S3B).
Eye movements can also be detected from the MRI signal from
the eyes [56]. We tested whether the signal from the eyes varied
across conditions and found no evidence for differences in eye
movements profiles (Figure S3C). We are therefore convinced
that the auditory moving information found in hMT+/V5 is unlikely
to be explained by differences in eye movements.
Imagining visual motion can evoke a selective response in

hMT+/V5 [57, 58], and the direction of visual motion can be de-
coded from visual imagery [59]. While the possibility of audi-
tory-induced visual imagery cannot be fully excluded, we believe
that it is unlikely. Previous studies demonstrating the recruitment
of hMT+/V5 during visual imagery of motion needed to train the
participants on performing a precise mental imagery task
[58, 59], which was not the case in our study. In addition,

Figure 5. Multivariate Analyses from the Directional Motion Decoding Experiment
(A) Modality decoding results in hMT+/V5, MTa, and PT from the directional motion decoding experiment (chance level is 50%).

(B) Representational similarity analysis in the right hMT+/V5: the theoretical models ranged from a modality-invariant model to a multi-modal model, the inter-

mediate gradients between them, and the two unimodal visual and auditory models. The neural DSM from the right hMT+/V5 showed a gradient increase in

correlation with the theoretical models as the models progressed toward themulti-modal model and was higher than the unimodal models. The right panel shows

the average DSM in the right hMT+/V5 across participants.

(C) Split-half correlation analysis (SHC) measured the correlation between the motion-direction patterns in the odd and the even runs in the directional motion

decoding experiment. The SHC analysis was performedwithin modality (visual modality in orange, and auditory modality in blue) and acrossmodalities (in green).

The left-side panel is a graphical illustration of the SHC analysis. The right-side panel shows the results of the SHC in the individually defined ROIs.

(D) Single subject example: the visual motion patterns (averaged across directions) in the right hMT+/V5 of a representative subject shows a strong negative

correlation with the auditory motion patterns. On the right panel, the plot shows the activity pattern of each motion direction in each modality in the right hMT+/V5

of the same subject. The single subject’s raw data are for illustration purposes and are presented without demeaning. The figure illustrates the high correlation

between the different directions within eachmodality, the negative correlation between the visual and the auditory motion patterns, and the stronger activation of

hMT+/V5 for the visual motion stimuli than for the auditory motion stimuli.

(E) A graphical abstract illustrating the differential pattern correlation analysis. The analysis testedwhether the relative differences between the different directions

were similar across modalities. Note that the visual (in orange) and auditory motion patterns (in blue) are negatively correlated. The black line in each modality

represents themean pattern across the four directions. In eachmodality separately, themotion-direction patterns were demeaned across the different directions.

The differential patterns from eachmodality were then correlated with each other. The right panel shows the results of the analysis and that the relative differences

between the four motion-direction patterns were significantly correlated across modalities in the right hMT+/V5. Error bars represent the standard error of the

mean. See Tables S5 and S6 for the results of the representational similarity analysis (RSA) and SHC analysis.
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participants had to detect a change in color of the fixation cross
during the auditory stimulation block in the directional motion de-
coding experiment, and performing this orthogonal visual task
interferes with performing visual imagery [60, 61]. Maybe even
more convincing is our functional connectivity analysis (Figure 2)
revealing that, while hMT+/V5 showed enhanced connectivity
with early visual regions during visual motion processing, this
was not the case during auditory motion processing, suggesting
that auditory motion did not re-instantiate the network-level ac-
tivity triggered by visual motion [62]. Finally, the split-half corre-
lation analysis demonstrated that the patterns linked to visual di-
rections were, globally, negatively correlated with the patterns
evoked by auditory motion (Figure 5C). Overall, these results
support the notion that the information about auditory motion di-
rections in hMT+/V5 was not a simple byproduct of visual motion
imagery.
In conclusion, our study demonstrates that the right hMT+/V5,

a region typically considered as purely sensitive to visual motion,
also contains information about auditory motion directions. The
representation of auditory motion directions in hMT+/V5 is
aligned to the brain code this region uses to process the direc-
tion of visual motion. Such aligned representation between audi-
tory and visual motion directions may allow efficient interaction
between the senses and support fast and optimal representation
of multisensory signals. However, the presence of shared mo-
tion-direction information did not indicate that hMT+/V5 was fully
abstracted from the sensory input this region receives since the
activity profile from the two modalities were highly distinguish-
able in this region. Altogether, our results have important impli-
cations for our understanding on how we classically consider
the division of sensory labor between brain regions dedicated
to a specific perceptual or cognitive function (here, motion).
More precisely, our results suggest that regions classically
considered exclusively visual may also contain information
from the other senses in a format that is partially aligned to the
brain code these regions use to process vision.
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KEY RESOURCES TABLE

RESOURCE AVAILABILITY

Lead Contact
Further information and requests should be directed to and will be fulfilled by the Lead Contact, Mohamed Rezk (mohamed.rezk@
uclouvain.be).

Materials Availability
This study did not generate new unique reagents.

Data and Code Availability
The dataset supporting the current study has not been deposited in a public repository due to restrictions on data sharing in our
ethical approval, and as the participants did not consent to sharing their data publicly. However, fully anonymized data can be shared
upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Participants
Twenty-four individuals participated in the experiment (12 males, mean age ± SD = 27.68 ± 5.11 years, age range = 20 - 41 years). All
participants were right-handed and had normal or corrected-to-normal vision, and self-reported normal audition. Participants had no
reported history of psychiatric or neurological problems. One subject was excluded from the analysis due to excessive head motion
and very low behavioral performance in discriminating visual and auditory motion directions during fMRI acquisition suggesting no
attention to the task. All participants were naive to the purpose of the experiment. The protocol was approved by the research ethics
committee in University of Trento and the Center for Mind/Brain Sciences (CIMeC). A written consent was acquired from all partic-
ipants. Participants were monetarily compensated for their participation.

METHOD DETAILS

Training
Prior to testing, participants underwent a two-parts training session. First, the participants were trained in MRI-like conditions for the
auditory motion direction discrimination task to get familiarized with the procedure and to ensure the best sound perception inside
the scanner. Participants were asked to lie down during the training session to get familiarized with the space shift of the motion
sound when they are in the scanner. They were trained using in-ear-plugs under the headphones while loud fMRI acquisition noise
was played from a speaker behind their head. The training for the auditorymotion direction discrimination task in the decoding exper-
iment lasted for a maximum of 30 min or until the participants performed two complete training runs without any mistakes. Each
training run had 8 blocks with 4 auditory motion directions and 2 repetitions per direction. The percentage of correct responses
and feedback was provided at the end of each run. Training for visual motion direction discrimination with 100% coherence in
MRI-like conditions was not necessary due to the easiness of the task (all participants reach ceiling effect without training). After
the auditory training in MRI-like conditions was over, the participants performed a 1-run training session containing both visual
and auditory blocks (2 modalities x 4 directions x 1 repetition) while sitting in front of the computer with MRI noise played in the
background.

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited Data

fMRI data This paper Available on request

Software and Algorithms

MATLAB 2012b Mathworks RRID:SCR_001622

SPM8 Wellcome Trust Centre for Neuroimaging https://www.fil.ion.ucl.ac.uk/spm/software/spm8/

CoSMoMVPA [63] http://www.cosmomvpa.org/

Connectome workbench [30] https://humanconnectome.org/software/

connectome-workbench
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EXPERIMENTAL DESIGN

Stimuli
Visual Stimuli
Visual stimuli were projected on a screen (frame rate: 60 Hz; screen resolution: 1024 3 768 pixels; mean luminance: 109 cd/m2)
behind the scanner via an EMP 7900 Epson projector. Participants viewed the screen (distance from head = 134 cm) through amirror
mounted on the MRI head coil. Participants performed a task in each experiment by responding with a Lumina MR-compatible
response button. Visual stimuli consisted of random dot kinematograms (RDK) within an invisible circular aperture of 8 visual degrees
centered around a white fixation cross. Each visual event was composed of 300 white dots (diameter = 0.1") on a black background.
Motion dots had a speed of 4"/s and a limited dot lifetime of 200 ms. The use of the limited lifetime ensures that motion direction
discrimination could be achieved by relying on the global motion perception rather than focusing on a single dot [64]. Dots moved
in one of four possible motion directions [upward, downward, rightward, and leftward] with 100% coherence level (Figure 4A).
Each visual motion event lasted 1.2 s. In the visual static condition, each static event had RDKs of 300 dots that remained static.
The location of the dots was randomized in each event.
Auditory Stimuli
To provide an externalized and ecological sensation of auditory motion and accurate motion localization in the MRI, we recorded the
auditory stimuli using in-ear binaural microphones [65] in a semi-anechoic room for each subject individually prior to the scanning
session (Zoom H4n digital wave recorder – 200 m, with microphones Master Series - Sound Professionals-TFB-2). Participants
were positioned at the center of the sound setup with their head on a chin-rest, facing one vertical and one horizontal semi-circular
sound bar of 31 speakers each. The sound bars had a radius of 1.1 m and provided a fixed distance (1.1 m) between each speaker
and the participant’s head (Figure 4B). The position of the horizontal bar was at the same level of the subject’s ear level, and the po-
sition of the vertical bar was at the participant’s mid-sagittal plane. Pink noise (duration 1.2 s, fade in/out of 50ms each) was divided in
31 equal segments andwas replayed sequentially in the 31 corresponding speakers, to create smooth sensation of motion (no gap or
overlap between the different segments). The sound’s level was constant at 65 dB from the subject’s head position. Four translational
motion directions were recorded [upward, downward, rightward, and leftward]. Motion speed was 2 m/s and covered 120" of the
subject’s peripheral space. For the target detection task, similar motion stimuli with faster speed (4 m/s) and shorter duration (0.6
s) were recorded. An additional static condition was recorded at the central speaker, located at the intersection of the horizontal
and vertical planes of the sound bars. Static events had a duration of 1.2 s for the normal event, and 0.6 s for the target event.
The recordings from each participant were re-played inside the MRI scanner for the auditory motion localizer and the directional mo-
tion decoding experiment. By using such sound system and in-ear recording in each subject, the auditory stimuli are convolved with
each individuals’ own pinna and head related transfer function producing a vivid auditory perception of the external space.

Visual motion localizer
We implemented a traditional visual motion localizer to localize hMT+/V5 both at the group-level and in each subject individually [29].
Visual motion and static conditions were generated using white random dot kinematograms (RDK) on a black background. Since the
visual stimuli were presented at fixation, our localizer defines the whole hMT+/V5 complex including both MT andMST [29]. We used
dots moving in one of four possible translational motion directions [upward, downward, rightward, and leftward]. The visual motion
localizer started with an initial 5 s of blank screen and ended with 13 s of blank screen. The run had 6 blocks of motion and static
conditions. Blocks were separated by each other with an inter-block interval (IBI) of 8 s. Each block (#15.6 s) had 12 stimuli of
1.2 s each, and an inter-stimulus interval (ISI) of 0.1 s. Each motion block had 3 repetitions of the 4 motion directions. The order
in which the motion directions were presented was randomized in each block and balanced across the different motion blocks. In
the static condition, the location of the dots was randomized for each event (inducing 12 changeswithin one block). The fixation cross
was presented during the whole duration of the visual localizer. To minimize eye movements and saccadic shifts [66, 67], the partic-
ipants were asked to detect a brief change (150 ms) in the fixation cross color. The number of targets (range: 0-2 in each block) was
randomized and balanced across conditions. The participants performed the task while the fMRI data were acquired with an accu-
racy (mean ± SD) of 98.62% ± 2.36%.

Auditory motion localizer
A localizer was implemented to define regions responding preferentially to auditory motion sounds. Previous studies demonstrated
that regions within the middle temporal cortex and PT are selectively recruited during auditory motion processing compared with
static sounds [10, 22, 36, 68–70]. We used an experimental design matching the one implemented for the visual motion localizer.
The participants were blindfolded during the auditory motion localizer. The run started with an initial 5 s of silence and ended with
11 s of silence. The localizer run had 13 blocks of auditory motion and 13 blocks of auditory static conditions. Auditory blocks
were separated by an interval of 6 s. Each block had 12 events of 1.2 s, and an ISI of 0.1 s. In the motion blocks, auditory motion
stimuli were presented in one of four directions [upward, downward, rightward, leftward] (Figure S2). Each motion block had 3 rep-
etitions of each motion directions. The presentation order of the different auditory motion directions within each block was random-
ized and balanced across blocks. The static blocks had 12 stimuli of static events separated by the 0.1 s inter-trial interval. Partic-
ipants were asked to detect target events that were faster in speed and shorter in duration (0.6 s [8]. The number of targets ranged
between 1 and 3 targets in each block and was balanced across conditions. The duration of each block varied depending on the
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number of targets present (range 14.4 - 15.6 s). Auditory stimuli were delivered through a SereneSound MR-compatible in-ear head-
phones inside the scanner. The participants performed the task while the fMRI data were acquired with an accuracy (mean ± SD) of
86.96% ± 14.71%.

Directional motion decoding experiment
The directional motion decoding experiment was composed of 12 runs, each run comprising 8 motion blocks (4 directions x 2 mo-
dalities). Each motion block had either visual or auditory stimuli moving in one of four possible directions [upward, downward, right-
ward, or leftward]. Each run started with an initial 5 s of blank screen and ended with 11 s of blank black screen. Each block had 10
events of a 1.2 s, all moving in the same direction. Events were separated by a 100ms inter-trial interval resulting in a block duration of
13 s. To ensure fixation and to minimize eye movements during the motion blocks, the participants were asked to press a button
whenever the fixation cross changed color (duration = 150ms). Performing a visual detection task during motion processing also de-
creases the possibility of visual imagery [60, 61]. Following each block, there was a response collection period of 5 s where the par-
ticipants heard a voice saying ‘‘up,’’ ‘‘down,’’ ‘‘right,’’ and ‘‘left’’ in a pseudo-randomized order. The participants were instructed to
press a button with their index finger when they heard the cue that matched the block’s motion direction in vision or in audition. The
number and the order of the correct button presses were counterbalanced across the different conditions. The task was identical
during the visual and the auditory motion blocks in the directional motion decoding experiment. After the response collection, there
was a silent inter-block interval of 6 s. The order of the blocks was randomized for the motion direction and the presented modality in
each run (Figure 4C).

MRI acquisition
Structural and functional data were acquired at the Center forMind/Brain Sciences (CIMeC -University of Trento, Italy) using a Bruker
MedSpec BioSpin 4-Tesla MR scanner with a standard eight-channel head coil. A whole-brain structural scan was acquired with a
high-resolution T1-weightedMPRAGE sequence (176 sagittal slices, repetition time (TR) = 2700ms, echo time = 4.18ms, voxel size =
1 3 1 x 1 mm, flip angle = 7", field of view = 256 3 224 mm).

Functional data were acquired with a T2* weighted gradient echo-planar imaging sequence (EPI). A total of 39 slices were acquired
in an ascending interleaved order. Acquisition parameters included a TR of 2500 ms, echo time of 26 ms, flip angle = 73", field of
view = 1923 117 mm, gap = 0.3 mm, and voxel size of 33 3 x 3 mm. The number of volumes acquired in the visual motion localizer
and the auditory motion localizer were 126 and 235 volumes, respectively. For the directional motion decoding experiment, 1068
functional volumeswere acquired (89 volumes x 12 runs). The first four initial scans of each runwere discarded to allow for equilibrium
magnetization. To apply distortion correction to the acquired functional images, point spread function (PSF) runs were acquired [71]
before every three consecutive runs. Participants entered the scanner blindfolded for theMPRAGE and the auditory motion localizer.
The blindfold was removed afterward for the visual motion localizer and the directional motion decoding experiment.

fMRI preprocessing
fMRI data were preprocessed in statistical parametric mapping (SPM8 –Wellcome Department of Imaging Neuroscience, University
College London, UK) implemented in MATLAB R2012b (Mathworks, Inc.). Preprocessing steps included slice time correction, EPI
alignment to themean functional image with a 2nd degree B-spline interpolation, coregistration of the functional volumes to the struc-
tural image and normalization to theMontreal Neurological Institute (MNI) template using a resampling of the structural and functional
data to an isotropic 2 mm resolution.

Eye tracker experiment
To investigate whether different auditory motion directions elicited systemic eye movement patterns, we tested 7 participants in an
eye tracking experiment outside the fMRI scanner. We used an Eyelink 1000 eye tracker (SR Research, Mississauga, Canada) to re-
cord the gaze location. The eye tracker had a sampling rate of 1000 Hz, and gaze tracking range of 32" angle horizontally and 25"

angle vertically. The eye tracker was calibrated using a built-in 9-point protocol. The participants performed 8 runs of the same exper-
iment that was done inside the scanner for the auditorymodality and performed the same task.We tested in each participant if the eye
position was different when perceiving different auditory motion directions. First, we performed a within-subject per-time point anal-
ysis where we compared the gaze location in the horizontal and vertical plane at each time point (1 ms resolution) of the auditory
motion blocks. Since the analysis was done within-subject, the variance of the gaze location for eachmotion direction was estimated
from the different runs. Additionally, we performed awithin-subject analysis where we averaged the gaze position across time in each
run for the horizontal and the vertical plane for each motion direction (See Figure S4A and S4B for the results).

QUANTIFICATION AND STATISTICAL ANALYSIS

Behavioral Analysis
The behavioral accuracy for discriminating the different motion directions in the directional motion decoding experiment was as-
sessed using a 2 (modalities) x 4 (directions) repeated-measures ANOVA. A Greenhouse–Geisser correction was applied to the sig-
nificance levels and degrees of freedom whenever the assumption of sphericity was violated. Further pairwise comparisons were
performed and corrected for multiple comparisons using Family-wise error (FWE) correction. See Data S1 for the behavioral data.
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Univariate analysis
Functional data were spatially smoothed with a 6-mm full-width half-maximum (FWHM) smoothing kernel for the univariate analysis.
For the visual motion localizer, a general linear model (GLM) was fitted for every voxel with the visual motion and the visual static
conditions as regressors of interest. Each regressor was modeled with a boxcar function and convolved with the canonical hemo-
dynamic response function (HRF). The 6 headmotion parameters (3 translation and 3 rotation parameters) were included in themodel
as regressors of no interest. A high-pass filter of 128 s was used to remove low-frequency signal drifts. The contrast [Motion > Static]
was computed for every subject individually [29, 35]. A standard group-level analysis was performed. The individual contrasts were
further smoothed with a 6-mm FWHM kernel and entered into a random effects model for the second-level analysis. A one-sample t
test was performed, and group-level statistical inferences were made at a voxel-level threshold of p < 0.05, FWE-corrected. The
group-level analysis revealed significant activations in V1, the inferior occipital gyrus, and themiddle temporal gyrus (hMT+/V5) bilat-
erally [MNI peak coordinates: !42 !66 2 and 46 !62 6] (Figure 1A; Table S1).
To define subject-specific ROIs that will be used for the MVPA on a separate dataset (directional motion decoding experiment), a

lenient threshold of p < 0.01 uncorrected was used to locate hMT+/V5 bilaterally. The individually defined hMT+/V5 was identified in
each subject as the area that responded significantly tomotionmore than static in the occipito-temporal cortex, andwas constrained
by the anatomical location of hMT+/V5 and an Euclidean distance not more than 12 mm away from the group-level hMT+/V5 peak
coordinate. The peak coordinate of hMT+/V5 in each subject was used to create a 7-mm radius sphere to be used as individually
defined ROIs in the multivariate analysis. Out of the 23 participants, the left hMT+/V5 was identified in 21 participants, and the right
hMT+/V5 was identified in 22 participants (Figure 1B and 1C, see Table S2 for hMT+/V5 MNI coordinates in each subject). For each
ROI, the participants whose individually defined regions couldn’t be identified were not included in any analysis relying on individually
defined ROIs.
For the auditory motion localizer, the same procedure was applied to defined regions that show enhanced recruitment during pro-

cessing auditorymotion comparedwith auditory static stimuli. Previous studies demonstrated that the PT and regions within themid-
dle temporal cortex are recruited during auditory motion processing [10, 22, 36, 72]. PT andMTa were defined both at the individual-
level as individually defined ROIs for the MVPA, and at the group-level using the same procedure previously described for the visual
motion localizer experiment. At the group-level, we observed an enhanced recruitment of the planum temporale (PT) (MNI peak co-
ordinates: [-46 !30 8] and [8, 30, 35]), the superior temporal gyri and the middle temporal gyrus (hereafter MTa, MNI coordinates:
[-46 !64 6] and [8, 46–48,52–55]) bilaterally (Figure 1A; Table S1). In addition to the group-level results, the peak coordinate for
PT andMTawere individually defined from the contrast [auditorymotion > auditory static] whichwas constrained by anatomical loca-
tion, and less than 12mmaway from the group-level PT andMTa peak coordinates. Wewere able to define bilateral MTa and PT in 22
out of the 23 participants (Figure 1C; Table S2).
By overlaying the group-level maps from the visual and auditory motion localizer, we observed an overlap between the regions

processing visual and auditory motion. However, regions preferential to auditory motion were more anterior and dorsal than the visu-
ally defined hMT+/V5 (Figure 1A).

Beta parameter estimates
We used the unsmoothed data from the visual and the auditory motion localizer for the extraction of the beta parameter estimates.
The use of the unsmoothed data prevents spill-over effects that may arise due to the close proximity between the visually defined
hMT+/V5 and the auditory-defined MTa. Beta extraction was performed on both individually defined and group-level ROIs [8, 19,
20]. For every ROI in each subject, we created a sphere of 3-mm radius around the subject-defined coordinates (and the group-level
coordinates) and extracted the mean beta parameter estimates. To test if visually defined hMT+/V5 showed enhanced recruitment
during auditory motion processing, we extracted the beta parameter estimates from the individually defined and the group-level
hMT+/V5 for the auditory motion and static conditions in the auditory motion localizer. We implemented a paired-sample t test to
compare the beta parameter estimates of the auditory motion and auditory static conditions in hMT+/V5 bilaterally. To test if audi-
tory-defined ROIs (MTa and PT) showed enhanced recruitment during visual motion processing, the beta parameter estimates from
the individually defined and group-level MTa and PT were extracted for the visual motion and visual static conditions in the visual
motion localizer. For each ROI in each hemisphere, a paired-sample t test was implemented to compare the beta parameter esti-
mates from the visual motion and the visual static condition. Results were corrected for multiple comparisons using Bonferroni
correction. For illustration purposes only, the beta estimates for visual motion and visual static conditions were extracted from the
individually and group-level defined hMT+/V5 in the visual motion localizer. Similarly, the beta estimates for the auditory motion
and static conditions were extracted from the individually and group-level definedMTa and PT in the auditory motion localizer. These
beta estimates were not analyzed statistically since there would be clear circularity between the ROI definition and beta extraction.

Functional connectivity analysis (PPI)
Psychophysiological Interaction (PPI) analysis [31, 73] identifies voxels in which the activity is more related to the activity in a seed
region of interest (seed ROI) in a given psychological context. In the present study, PPI analyses were performed in order to identify
brain regions that were more functionally coupled with MTa or hMT+/V5 while processing moving versus static auditory or visual in-
formation. The locations of the seed regions were defined from the group-level univariate analysis from the visual and auditory
motion localizers. In each subject, the time series (first eigenvariate) from each seed region was extracted from a sphere (radius =
8 mm) around the local peak: left hMT+/V5 [-42 !66 2], right hMT+/V5 [6, 30, 45–48,51–62], left MTa [-46 !64 6], and right MTa
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[8, 46–48,52–55]. A first-level GLM analysis was performed in each subject where the model included the following regressors [1]:
psychological regressor [motion > static] [2], the extracted activity from the seed region (physiological regressor) [3], and the inter-
action term (PPI) between the previous two regressors. The PPI term was estimated by first deconvolving the BOLD activity to es-
timate the neuronal response in the ROIs [31], then the interaction term was calculated as the element-wise product of the estimated
neuronal activity and the psychological regressor. The interaction termwas further convolved with the canonical HRF. The six motion
parameters were included in the model as regressors of no interest. After estimating the PPI models for each subject, a random ef-
fects model was constructed and a one-sample t test was performed. In the second level analysis, we tested for regions that showed
enhanced (or decreased) coupling with each of the seed regions in themotion condition compared with the static condition in each of
the visual and auditory motion localizers separately.

Multivariate pattern analysis (MVPA)
ROI definition for MVPA
Group-level ROIs: Group-level hMT+/V5 was defined by creating a 7mm sphere (179 voxels) around the peak coordinates from the
contrast [ visual motion > visual static] obtained from the group-level univariate analysis in the visual motion localizer. MTa and PT
were defined from the peak coordinates from the contrast [ auditorymotion > auditory static] obtained from the group-level univariate
analysis in the auditory motion localizer. The group-level ROIs were used only in the motion versus static decoding in experiment 1.
Group-level ROIs were not used in the motion direction decoding in experiment 2.
Individually defined ROIs
hMT+/V5 was defined in each subject by creating a 7mm sphere (179 voxels) around the peak coordinates from the first-level (indi-
vidual) contrast [ visual motion > visual static] obtained from the univariate analysis of the visual motion localizer. Similarly, MTa and
PT was defined in each subject by creating a 7mm sphere around the peak coordinates from the first-level contrast [ auditory motion
> auditory static] obtained from the univariate analysis in the auditory motion localizer.

Experiment 1 (visual and auditory motion localizer)
Motion versus static decoding
For the visual and the auditory motion localizer separately, the preprocessing steps were similar to the ones implemented in the uni-
variate analysis without applying smoothing to the functional data. A general linear model (GLM) analysis was performed to estimate
the BOLD signal for every voxel. The GLM included a separate regressor for each motion and static block. The six head motion pa-
rameters (translation and rotation) were included in the model as regressors of no interest. A t-map was estimated for each motion
and static block using the contrast [motion > baseline] and [static > baseline] respectively. The t-maps were used for further MVPA.

Multivariate analysis was performed using CoSMoMVPA (http://www.cosmomvpa.org [63]; implemented in MATLAB. Classifica-
tion was performed using support vector machine (SVM) classifier as implemented in LIBSVM [74]. To test if the representation of the
motion condition was different from the representation of the static condition, a [motion versus static] decoding analysis was imple-
mented in the group-level and the individually defined ROIs (hMT+/V5, MTa, and PT bilaterally). Before running the decoding analysis
in each ROI, the patterns of each block and each condition (motion and static) was demeaned individually to minimize the univariate
activation level differences and to mathematically equate the mean activity of each condition and each block. For each localizer, a
linear SVM classifier (C parameter = 1) was trained and tested to discriminate the motion and the static blocks in each subject indi-
vidually. A leave-one block out cross-validation scheme was implemented. In each cross-validation fold, the training data (5 blocks
per condition for the visual motion localizer, 12 blocks per condition for the auditory localizer) were normalized (z-scored) across con-
ditions and the classifier was trained to discriminate the motion and static conditions. An ANOVA-based feature selection was im-
plemented on the training data in each cross-validation fold to identify themost informative 150 voxels. The normalization parameters
from the training data were applied to the test data, and the performance of the SVM classifier was evaluated on the test data (1
block). The previous step was repeated n times (n = 6 for the visual motion localizer, n = 13 for the auditory motion localizer) where
in each fold the classifier was tested on a different block. A single classification accuracywas obtained by averaging the classification
accuracies for all the cross-validation folds. If the classifier could successfully discriminate the two conditions above chance (50%),
this would indicate the presence of motion information in the tested modality that the classifier was able to learn during the training.
No statistical analysis or inferences were made for the [visual motion versus visual static] decoding in hMT+/V5 to avoid circularity as
this region was defined from the univariate analysis by contrasting visual motion versus visual static. Similarly, no statistical analysis
was performed for the [auditory motion versus auditory static] decoding in MTa and PT for the same reason.

Statistical significance of the classification results was assessed using a non-parametric technique by combining permutations
and bootstrapping [75]. For each subject, the labels of the different conditions (motion and static) were permuted, and the same de-
coding analysis was performed. The previous step was repeated 100 times for each subject. A bootstrap procedure was applied in
order to obtain a group-level null distribution that was representative of the whole group. From each subject’s null distribution, one
value was randomly chosen (with replacement) and averaged across all participants. This step was repeated 100,000 times resulting
in a group-level null distribution of 100,000 values. The statistical significance of the MVPA results was estimated by comparing the
observed result to the group-level null distribution. This was done by calculating the proportion of observations in the null distribution
that had a classification accuracy higher than the one obtained in the real test. To account for the multiple comparisons, all p values
were corrected using false discovery rate (FDR) correction [76].
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Experiment 2 (Directional motion decoding experiment)
For the directional motion decoding experiment, the preprocessing steps were similar to the ones implemented in the univariate anal-
ysis except no smoothing was applied to the functional data. A general linear model (GLM) analysis was performed to estimate the
BOLD signal for every voxel. The GLM included a separate regressor for each direction in each modality in each run. Each regressor
was convolved with the canonical HRF. The six head motion parameters (translation and rotation) for each run were included in the
model as regressors of no interest. An additional regressor of no interest was included in each run to remove the effects related to the
named directions after each block and the participants’ responses. For each run, t-maps were estimated for eachmotion direction in
each modality using the contrast [motion direction > baseline]. The t-maps were used for further MVPA.

Within-modality decoding
The MVPA was performed using SVM classifier as implemented in LIBSVM [74]. To test for the presence of motion direction infor-
mation, a within-modality decoding was implemented in each of the individually defined ROIs (hMT+/V5, MTa, and PT bilaterally). For
eachmodality, a linear SVM classifier (C parameter = 1) was trained and tested to discriminate the 4motion directions in each subject
individually. A leave-one run out cross-validation scheme was implemented. In each cross-validation fold, the training data (11 runs)
were normalized (z-scored) across conditions and the classifier was trained to discriminate the patterns of the 4 motion directions.
We implemented an ANOVA-based feature selection on the training data in each cross-validation fold to use themost informative 150
voxels in each subject and each ROI. The normalization parameters from the training data were applied to the test data, and the per-
formance of the SVM classifier was evaluated on the test data (1 run). The previous step was repeated 12 times (N-fold cross-vali-
dation) where in each fold the classifier was tested on a different run. A single classification accuracy was obtained by averaging the
classification accuracies for all the cross-validation folds. If the classifier could successfully discriminate the different motion direc-
tions above chance (25%), this would indicate the presence of motion direction information in the tested modality that the classifier
was able to learn during the training. Statistical significance was assessed non-parametrically as previously described [75] in themo-
tion versus static decoding section. To account for the multiple comparisons, all p values were corrected using false discovery rate
(FDR) correction [76].
In addition to the 4-waymulti-class decoding, we performed a within-axis, and axis of motion direction decoding. In the within-axis

binary decoding, we tried to discriminate motion patterns from the opposite directions within the same axis (upward versus down-
ward, and rightward versus leftward motion). In the axis of motion decoding, we tried to discriminate the horizontal and vertical axes
of motion by treating rightward and leftward motion as horizontal motion, and upward and downward motion as vertical motion
(chance level = 50%). The analysis procedure was identical to one described in the multi-class decoding.

Cross-modal decoding
To test whether there was sharedmotion direction information between the visual and auditorymodalities, cross-modal classification
was performed in regions that could successfully decode motion directions in both the visual and auditory modalities. Before the
cross-modal decoding analysis in each ROI, the patterns of each direction in each modality were demeaned individually to mathe-
matically equate the mean activity of the visual and the auditory modalities. The SVM classifier was trained on one modality (e.g.,
vision) and tested on the other modality (e.g., audition), and vice versa. This resulted in a cross-validation scheme of 24 folds. In every
cross-validation fold, the classifier was trained on N-1 runs (11 runs) from one modality and tested on 1 run from the other modality.
An ANOVA-based feature selection was implemented on the training data in each cross-validation fold to use the most informative
150 voxels. The cross-modal decoding accuracy was obtained by averaging the classifications of all the cross-validation folds. Suc-
cessful classification above the chance level (25%) would suggest the presence of shared motion direction information across the
different modalities. Statistical significance was assessed non-parametrically as previously described [75].
In addition to the cross-modal decoding in the ROIs, we implemented a whole-brain searchlight approach [77] to test the regional

specificity at the whole-brain level of the shared motion direction information across different modalities. A sphere of 3-voxels radius
moved across the whole brain, where in each step, each voxel became the center of the searchlight sphere. Within each sphere,
cross-modal decoding was implemented in the same manner described in the ROI analysis. The searchlight analysis results in a
whole brain cross-modal decoding accuracy map for each subject. The individual accuracy maps were smoothed with 6 mm
FWHM smoothing kernel and entered in a second-level model. A one-sample t test was performed to test if the cross-modal decod-
ing accuracy was above the chance level (25%). Statistical maps were corrected using a SVC of 10-mm radius at the location of
hMT+/V5 that was defined independently from the visual motion localizer.
Previous studies suggested that MT in the macaques and hMT+/V5 in humans have an axis-of-motion organization [4, 6, 78]. To

test if the representation of auditory motion shows a similar axis-of-motion organization to the one in vision, we performed the same
ROI decoding and searchlight analysis to test if we can classify the horizontal and the vertical axes (chance level is 50%) in each of the
visual and the auditory modality. We aggregated the rightward and leftward motion conditions to the horizontal axis, and the upward
and downward motion to the vertical axis. In the ROI cross-modal decoding analysis, first we identified regions where we could clas-
sify the different axes of motion in both the visual and auditory modality. Then an SVM classifier was trained to discriminate the pat-
terns from the horizontal and the vertical axes from one modality (vision) and tested on the other modality (audition), and vice versa.
Additionally, the same analysis was done across the whole brain using a whole-brain searchlight approach [77].
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Modality decoding
To test whether the representation of motion directions across the visual and auditory modalities could be differentiated based on
their activity patterns in each of the motion responsive areas, each motion direction pattern in each modality was demeaned sepa-
rately to equate the mean activity of the visual and auditory modalities. For each direction separately, an SVM classifier was trained
and tested to discriminate the two modalities (chance level = 50%), and a decoding accuracy was obtained. The overall modality
decoding accuracy was then obtained by averaging the results from the four directions. The decoding procedure and the non-para-
metric significance testing [75] were identical to the previously described ROI decoding analysis.

Representational similarity analysis (RSA)
Using representational similarity analysis (RSA) [79, 80], we further investigated the differences in the representational geometry of
the four motion directions within and across modalities. The advantage of using RSA is that it captures the (dis)similarity structure
between different categories (e.g., motion directions in this experiment) and different modalities [79]. While cross-modal decoding
analysis highlights the presence of common/shared information acrossmodalities, it doesn’t inform us about how (dis)similar the pat-
terns are across directions and across modalities. Additionally, by using RSA we can construct different theoretical computational
models and test which model best explains our observed data. By constructing a neural dissimilarity matrix from our fMRI data, we
obtained an estimate of the (dis)similarity between the elicited patterns from the different motion directions and the different modal-
ities in the right hMT+/V5. Pearson’s correlation was used as ameasure of dissimilarity (1- Pearson’s correlation) resulting in an 83 8
dissimilarity matrix in each subject. To investigate the multi-modal or the modality-abstracted nature of hMT/V5, we created multiple
theoretical models in the form of DSMs ranging from a pure modality-invariant model to a pure multi-modal model with intermediate
gradients in between them, and two unimodal (visual and auditory) models [81].

Theoretical models: In the modality-invariant model, the dissimilarity between the same motion direction across the different mo-
dalities were set to zero (hence, motion direction processing is abstracted from the input modality), and the dissimilarity between
different motion directions was set to 1 regardless of the modality. Diagonal values were set to 0. On the other hand, the multi-modal
model suggests that while motion directions within one modality are different from each other, they are more dissimilar than motion
directions from other modalities. In the multi-modal model, the dissimilarity between the different motion directions within the same
modality was set to 0.5, while the dissimilarity to motion directions from the different modality was set to 1. Diagonal values were set
to 0.

In the intermediate models, we created a gradient from the modality-invariant to the multi-modal model. The dissimilarity between
directions within the same modality was set to 0.5. The dissimilarity between the different directions across modalities was set to 1.
While for the dissimilarity between the same directions across modalities were set to a gradient of values ranging from 0.1 to 0.9 with
steps of 0.2.

In the unimodal visual and auditory models, the dissimilarity between the different motion directions within the dominant unimodal
modality was set to 0.5. The dissimilarity between the different motion directions within the other non-dominant modality was set to 1
as this model assumes that there is no motion direction information in the non-dominant modality. The dissimilarity between the
different directions across modalities was set to 1.

We correlated the neural DSM from the right hMT+/V5 with each of the theoretical models (Figure 5B). If hMT+/V5 is a multi-modal
region, we would expect to see a low correlation with the modality-invariant model and a gradual increase in correlation as we prog-
ress in the direction of the multi-modal model. Oppositely, if hMT+/V5 is a supramodal region, we would expect to see a low corre-
lation with themulti-modal model, and a gradual increase in correlation as we progress toward themodality-invariant model. If hMT+/
V5 is a unimodal region, we would expect a higher correlation with one of the unimodal models than with the other models. We per-
formed a 2-sidedWilcoxon signed rank test to investigate whether there was a difference between the correlation values of each two
consecutive theoretical models and the neural DSM. Results were corrected for multiple comparisons using FWE-correction.

Split-half correlation analysis
In order to have a more in-depth understanding of the similarity between the motion directions’ patterns within-modalities and
across-modalities, we implemented a split-half correlation analysis [33] in the individually defined ROIs. We first demeaned every
pattern for every direction and for every modality separately to equate the mean activity of the visual and the auditory modality.
For each condition in eachmodality, the t-maps of the odd and even runs were averaged separately resulting in 1 t-map per condition
for the odd runs, and 1 t-map per condition for the even runs. Using Pearson’s correlation as ameasure of similarity, we estimated the
within-modality split-half correlation of the pattern of each motion direction from the odd runs with the pattern of the same motion
direction from the even runs (within the same modality). The correlations of the four directions within the same modality were aver-
aged, resulting in one value which was considered to be the estimate of the within-modality split-half correlation. This was performed
for both the visual and the auditory modalities separately. To estimate the cross-modal split-half correlation, we correlated the
pattern of each motion direction from the odd runs in one modality (e.g., visual leftward motion pattern) with the pattern of the
same motion direction from the even runs in the other modality (e.g., auditory leftward motion pattern), and the other way around.
The correlation results from the four motion directions, and from both conditions ([odd: Vision - even: Audition] and [odd: Audition
- even: Vision]) were averaged resulting in one value for each participant whichwas considered to be the estimate for the cross-modal
split-half correlation (Figure 5C). The correlation values were Fisher-transformed and tested against zero using a one-sample t test.
Results were corrected formultiple comparisons using FWE-correction. To test whether there are differences in the correlation values
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across the three different conditions (within-modality visual, within-modality auditory, and crossmodal correlation) in each ROI, we
implemented a repeated-measures ANOVA in each ROI separately. A Greenhouse–Geisser correction was applied to the signifi-
cance levels and degrees of freedom whenever the assumption of sphericity was violated. Further pairwise comparisons were per-
formed and corrected for multiple comparisons using FWE-correction.

Differential pattern correlation
To investigate how cross-modal decoding was successful in the right hMT+/V5 despite the negative correlation across modalities,
we tested whether the relative relation between the different motion directions was similar across modalities. For instance, the rela-
tion between the pattern of the upward motion direction and that of the other three motion directions in vision was similar to that in
audition. First, we demeaned the motion direction patterns across the different directions in each modality separately. Based on the
obtained differential motion direction patterns from the mean, we correlated the differential pattern of each motion direction across
the two modalities using Pearson’s correlation (Figure 5E). We obtained four correlation values per subject in the left and the right
hMT+/V5 which correspond to the four motion directions. The average of the four correlation values was used as an estimate of
the differential pattern correlation in each ROI. Correlation values were Fisher-transformed and tested against zero using a one-sam-
ple t test to determine if there is a significant correlation of the differences between motion directions across modalities (Figure 5E).
Results were corrected for multiple comparisons using FWE-correction.
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